
A Warning for AI Biases at Work: Evidence from 40,000 Conversations with Large Language 
Models 

Ar�ficial Intelligence (AI) is increasingly involved in decision-making in work and organiza�onal 
contexts (Dell'Acqua et al., 2023; Li et al., 2024), and can lead to performance increases (Noy & 
Zhang, 2023). As AI aims to emulate human thinking (Russell & Norvig, 2010), u�lizing it can lead 
to beter work decisions in comparison to human judgment, which o�en relies on heuris�cs or is 
suscep�ble to biases, stemming from cogni�ve limita�ons (Gilovich et al., 2002). 

Considering that AI (a) aims to mimic human cogni�on, which is marked by cogni�ve biases and 
heuris�cs, and (b) has the computa�onal capacity to overcome these biases and heuris�cs, this 
research asks, “How do Large Language Models (LLMs) perform when it comes to well-
established cogni�ve biases?” We address this ques�on in six pre-registered experiments tes�ng 
three judgment heuris�cs (anchoring, representa�veness, and availability; Tversky & Kahneman, 
1974) and three biases that violate subjec�ve u�lity theory (framing effects, endowment effect, 
and transac�on u�lity; Kahneman et al., 1990).  

Across studies, we conducted 40,000 independent trials with GPT-3.5-Turbo-0613 (herea�er, 
“GPT-3.5”) and GPT-4-0613 (herea�er, “GPT-4”). We developed and used a custom applica�on, 
writen in Node.js, to send requests to, and receive responses from the “Chat Comple�ons” 
Applica�on Programming Interface (API) of OpenAI (the creator of GPT-3.5 and GPT-4). This API 
provides a "powered by ChatGPT/OpenAI" service used by many organiza�ons, including most 
Fortune 500 companies (Porter, 2023). This method allowed us to (a) control for the 
“temperature” of the models – se�ng it to “1”, a value that balances determinism and crea�vity 
of the responses, (b) sample thousands of responses for both models simultaneously within a 
few hours reducing poten�al confounds of �me (Chen et al., 2023), and (c) control for the 
possibility that the GPT model would be trained on the first replies and answer differently later.  

Each observa�on was obtained with a sequence of two prompts. First, we asked the GPT model 
to assume the role of a research par�cipant. This “virtual par�cipant” was then presented with a 
study replic�ng closely a studied heuris�c or bias. We repeated the procedure 1,000 �mes for 
each condi�on in each study. 

For each study we added a 2×2 experimental design to the core effect under inves�ga�on. The 
first factor of this design was the GPT model version: GPT-3.5 versus the considered as superior 
GPT-4. The second factor was whether or not the LLM was provided with a 2-sentence “self-
debiasing” induc�on. 

We sta�s�cally analyzed both the responses given by the LLM and the variance around these 
responses. This is important because small variances around erroneous responses can increase 
trust in the results. Across our studies, we find systema�c evidence against several assump�ons 
about the performance of LLMs.  



First, LLMs did not provide unbiased responses: In all six studies they were biased at least in some 
condi�ons, at the .001 level. GPT3.5 was biased in 4/6 studies and GPT-4 in 6/6 studies, but o�en 
to smaller degrees.  

Second, LLM biases do not systema�cally replicate human thinking: Either GPT 3.5 (for the 
endowment effect), or GPT4 (for anchoring and adjustment) produced biases in the reverse 
direc�on than humans, at the .001 level. The source of these reverse biases is unlikely to be the 
training data: If this was the case, they should mimick the direc�on of human biases.  

Third, the more “intelligent” model (GPT4) was biased in 93.2% and 98.7% of the cases for the 
availability and the representa�veness heuris�cs, respec�vely. These numbers for GPT3.5 were 
19% and 8.5%. The source of these biases is unlikely to be the training method: If this was the 
case, the beter trained model should perform beter.   

Fourth, LLMs were not unbiased even in cases with an objec�vely correct answer. For instance, 
although within its capabili�es, GPT4 did not use its training data to see how o�en the stock 
market historically went up (our anchoring study ques�on), and it did not scru�nize the provided 
prompt to find the correct answer for the “Linda” problem (our represen�veness heuris�c 
ques�on). 

Fi�h, the two LLMs systema�cally differed in dimensions other than their “intelligence”.  

• In all studies, GPT4 provided much less varied responses (p values < .001). This may be 
problema�c, given that GPT4 was somehow biased in all our studies. 

• In the framing study, GPT-3.5 provided overwhelmingly more risk-seeking responses than 
GPT-4; They respec�vely chose the risky op�on 84.93% versus 3.43% of the �mes. 

• In 5/6 studies, with the excep�on of representa�veness, the two AI models handled our 
2-sentence debiasing prompt differently: There were significant interac�ons involving the 
LLM and the “debiasing” factor at the .001 level.  

In conclusion, the results raise a strong warning about the use of AI for work. Across six 
preregistered experiments and 40000 conversa�ons, the most popular LLMs in work se�ng gave 
biased respones, some�mes in unpredictable ways (e.g., opposite to human bias). Our results 
show that relying on answer consistency or on model “intelligence” to alleviate these biases, may 
be ineffec�ve. Future research should study how customized LLMs could overcome these 
limita�ons.   
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